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Abstract 

Remote control of complex mechatronic systems, in an intuitive way, is not an 
easy task especially when we refer to robot manipulators and anthropomorphic 
robotic hands. In this case, teleoperation is often performed through expensive motion 
tracking systems along with uncomfortable data gloves in order to capture the 
configuration of the palm and the motion of the fingers. For this reason we propose a 
teleoperation system that is solely based on optical data for controlling the motion of a 
robot hand with 22 degrees of freedom (d.o.f.). The proposed system does not require 
the user to wear any motion capture glove or other exoskeleton devices. The main 
task for the system is to imitate user’s hand configurations for grasping objects or 
doing human gestures. The system consists of the following subsystems: a) the 16 
d.o.f. robotic hand “TALOS” that is developed by the Control Systems & Robotics 
Lab at the Technological Educational Institute of Crete b) the RV-2A six d.o.f. robot 
manipulator by Mitsubishi and c) the “3D Hand Tracking” software that is based on 
the RGB-D Kinect sensor and developed by the Computational Vision & Robotics 
Laboratory of the Institute of Computer Science /FORTH. The robot hand is used as a 
gripper at the end effector of the RV-2A robot manipulator. Finally we present 
experimental results that demonstrate the effectiveness of the proposed 
telemanipulation system.  
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Objectives 

Teleoperation of  the robotic fingers 
The user’s hand (a), the predicted pose of the “3D Hand Tracking” system (b) and the 
final configuration of the robotic hand (c) are demonstrated respectively in the following 
figures for a number of common gestures.  
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Teleoperation of the robotic palm  (end effector of RV-2A) 
On the following diagrams we can see the path of the human hand, as recognized 
from the �3D Hand Tracking” software and the trajectory of the RV-2A end effector.  

Teleoperation for grasping objects 
The following images highlight the experiments of the 
teleoperation of the robotic system. The goal of the 
experiments is to grasp a box and a tulle with different 
configurations. 

The aim of this work, is to teleoperate a robotic hand through visual data. The system 
consists of the following subsystems:   
a)  the 16 d.o.f robotic hand “Talos” [1], developed by the Control Systems & Robotics Lab at 
the Technological Educational Institute of Crete .  
b)  the six d.o.f robot manipulator RV-2A by Mitsubishi 

c)  the “3D Hand Tracking” algorithm based on a RGB-D sensor (Kinect) which has been 
developed in the Computational Vision & Robotics Laboratory of the Institute of Computer 
Science /FORTH [2],[3] 
The final goal for the system is to imitate user’s hand configurations for grasping objects or 
preforming human gestures, in near real time.  
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Introduction 

Remote control of complex mechatronic systems, in an intuitive way, is not an easy task 
especially when we refer to robot manipulators and anthropomorphic robotic hands. In this 
case, tele-operation is often performed through expensive motion tracking systems along 
with uncomfortable data gloves, in order to capture the configuration of the palm and the 
motion of the fingers.  

In this poster we present a teleoperation system of a 22 degrees of freedom (d.o.f.) robotic 
hand. The task is to imitate the user’s palm configuration and the movements of the fingers 
while performing gestures or grasping objects. Experimental results are given in order to 
evaluate the practicability and effectiveness of the application system.  

System's architecture 

flow$chart,$algorithm$of$teleopera<on$$
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Experimental Results 
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The aim of this work, is to teleoperate a robotic hand through visual data. The 
system consists of the following subsystems:   

a)  The 16 DoFs robotic hand “Talos”, developed at the Control Systems & Robotics 
Lab at the Technological Educational Institute of Crete.  

b)  The six DoFs robot manipulator RV-2A by Mitsubishi. 
c)  The “3D Hand Tracking” application based on a RGB-D sensor (e.g. Kinect),#

developed at the Computational Vision & Robotics Laboratory of the Institute of 
Computer Science /FORTH. 

The final goal for the system is to imitate user’s hand configurations for 
grasping objects or preforming human gestures, in near real time.  
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A 22 DoF visual teleoperated system.  

!  The user’s palm trajectory replicated from the RV-2A end effector (6 DoFs) 

!  The configuration of the user’s fingers replicated from the “Talos” hand (16 DoFs) 
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The parameters extracted from the 
application "3D Hand Tracking".#

T h e p a r a m e t e r s t h a t t h e 
controller of "Talos" hand accepts 
as input.  
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The RV-2A end effector has to be controlled in 
order to imitate the motion of the user’s palm, 
using the output of the “3D Hand Tracking” 
application. 
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The user’s hand (a), the predicted pose of the “3D Hand Tracking” 
application (b) and the final configuration of the robotic hand (c) are 
demonstrated respectively in the following figures for a number of 
common gestures.  

#
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The following diagrams show the path of the human hand, as recognized 
from the �3D Hand Tracking” software (red) and# the trajectory of the 
RV-2A end effector (blue). #

Translation in Z axis versus time!Movement in 3D! Rotation in Z axis versus time!
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